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Generic discrimination

X discriminates against someone Y in relation to Z if:

1. Y has property P and Z does not have P

2. X treats Y worse than s/he treats or would treat Z

3. Itis because Y has P and Z does not have P
that X treats Y worse than Z

(also applies if X believes Y has P and Z does not have P)

Kasper Lippert-Rasmussen: Born Free and Equal? A Philosophical Inquiry Into the Nature of Discrimination. Oxford University Press, 2013.
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Group discrimination

X group-discriminates against Y in relation to Z if:

1. X generically discriminates against Y in relation to Z
2. P is the property of belonging to a socially salient group

upf.

3. This makes people with P worse off relative to others
or X Is motivated by animosity towards people with P,
or by the belief that people with P are inferior
or should not intermingle with others

Kasper Lippert-Rasmussen: Born Free and Equal? A Philosophical Inquiry Into the Nature of Discrimination. Oxford University Press, 2013.




Statistical discrimination

X statistically discriminates against Y in relation to Z if:

1. X group-discriminates against Y in relation to Z
2. P is statistically relevant
(or X believes P is statistically relevant)

Kasper Lippert-Rasmussen: Born Free and Equal? A Philosophical Inquiry Into the Nature of Discrimination. Oxford University Press, 2013.
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Example (statistical / non-statistical)

a. Not hiring a highly-qualified woman because the
Interviewer believes women have a higher probability of
taking parental leave (statistical discrimination)

upf.

b. Not hiring a highly-qualified woman because she has said

that she intends to have a child and take parental leave
(non-statistical discrimination)

Kasper Lippert-Rasmussen: Born Free and Equal? A Philosophical Inquiry Into the Nature of Discrimination. Oxford University Press, 2013.




In statistical machine learning

An algorithm developed through statistical machine learning
can statistically discriminate if we:

1. Disregard intentions/animosity
2. Understand statistically relevant as
any information derived from training data

upf.
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Ranking in IR
Objective: provide maximum relevance to searcher

Order by decreasing probability of being relevant

However, we sometimes care about the searched items

Carbonell, J., & Goldstein, J. (1998, August). The use of MMR, diversity-based reranking for reordering documents and producing summaries. In Proceedings of the 21st annual 10
international ACM SIGIR conference on Research and development in information retrieval (pp. 335-336). ACM.



When searched utility matters

Finding a local business Business success
Purchasing a product or service Marketing success
Recruiting a candidate for a job Career success
Discovering events or groups to join Social success
Learning about a political candidate Political success

Dating/mating Affective/reproductive success

11
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Fairness for those searched is ...

1. A sufficient presence of elements of the protected group
Absence of statistical group discrimination
Prevent allocative (distributional) harms

1. A consistent treatment of elements of both groups
Prevent individual discrimination

2. A proper representation of protected groups
Prevent representational harms

~ n M "
Castillo, C. (2019, January). Faimess and Transparency in Ranking. In ACM SIGIR Forum (Vol. 52, No. 1, pp. 64-71). ACM. =~ "P-fairness 12
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... and for searchers, It Is

4. An equal level of satisfaction across searcher groups
Due to different intents or different resp. to relevance
Prevent allocative harms

Mehrotra, R., Anderson, A., Diaz, F., Sharma, A., Wallach, H., & Yilmaz, E. (2017, April). Auditing search engines for differential satisfaction ~ "C_fairness" 13
across demographics. In Proceedings of the 26th international conference on World Wide Web companion (pp. 626-633). IW3C2



Representational harms

Web Images Videos Maps News Shopping Gmail more

upf.

Representational harms occur
when systems reinforce the g
subordination of some groups -l
along the lines of identity (Kate ..

Any time

Crawford) -

Past month
Past year
Custom range...

e Sexualized search results s
Google ca. 2013, "black women" but in general "(race) i
women"

Noble, S. U. (2018). Algorithms of Oppression: How search engines reinforce racism. NYU Press.
Crawford, K. (2017). The Trouble with Bias. Keynote at NIPS.

Black girls
About 140,000,000 resuits (0.07 seconds)

Su; Black

sugaryblackpussy.com/ - Cached

(black pussy and hairy black pussy biack sex biack
booty,black ass black teen pussy big black ass,black pom

star,hot black girl) ...

= Black Girls — ((100% Free Black Girls Chat))

WWW.WOOome.

* Black Girls Online / / (100% Free Black Girls Chat) —
Black Girl Chat Rooms, Meet a Black Girl Online Now!!

Hottest big Booty black girts sucking biack cocks, in black
ebony pom movies.

GIRLS ROCK!
www.blackgirisrockinc.conv - Cached

Jun 24, 2011 - BLACK GIRLS ROCKI Inc. is 501(c)3
and

._com-Bllck s ina

Ads

Hot Black Dating
‘www.blackcrush.com
Hook Up Tonight & Get Busy with a
Hot Black Girl Near You. Join Free

‘www.amateurmatch.com
The Sexiest Ebony Dating Online.
Chat Browse and Get Laid. Free Join

www.blacksexmatch.com
Find Black Women Near You
‘Who Want a Lover in Only 5 mins!

‘www.bigbootyblackvideos.com
A must see black booty pom site.
Watch uncensored videos - 100% Free

Black - uncen:
'www.dabigblackdonkeybooty.com
Hardcore Black Pom tube videos.

established to promote the arts for young ...

Tits Pom Videos Anal o

www.redtube.com/7310 - Cached

Watch Two black girls love cock on Redtube Home of free
big tits porn videos, anal movies & group clips.

Black Girls | Free Music, Tour Dates, Photos,

Videos
www.myspace.com/blackgirisband - Cached

Black Girls's official profile including the latest music,

ly good - 100% Free.

www.aebn.net
Watch Black Adult PayPerView
Choose From Over 100,000 Pom Films

www.affairsclub.com/Black
Husband Out For Work: You In For
Naughty Pleasure! Join For Free.

See your ad here »
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Representational harms (cont.)

Search suggestions reinforcing biases or
stereotypes, spreading misinformation,
manipulative, pointing to adult material, ...

{nationality|ethnicity|gender|...} are [...]
alexandria ocasio cortez [swimsulit]
neil degrasse tyson [arrested]

late term abortion [is never necessary]
little girl in [miniskirt]

Olteanu, A., Diaz, F., & Kazai, G. (2020). When Are Search Completion Suggestions Problematic? Proc. of CSCW.

Baker, P., & Potts, A. (2013). Why do white people have thin lips? Google and the perpetuation of stereotypes via 15
auto-complete search forms. Critical discourse studies.



https://doi.org/10.1145/3415242
https://doi.org/10.1080/17405904.2012.744320

Representational harms (cont.)

Types of problematic search suggestions:

harmful speech
potentially illicit
misinformation
stereotypes
adult content

upf.

intended

/ suffix

depression symptoms

4

} final query
.

depression diagnosis
depression is a choice
depression is just for losers
depression causes
depression temporary
depression is silent

autocomplete
suggestions

L.

AN

v v
query query
prefix suffix

Olteanu, A., Diaz, F., & Kazai, G. (2020). When Are Search Completion Suggestions Problematic? Proc. of CSCW.
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Is this a sufficient presence of women?

upf.

top top top top
Position 10 10 40 40

1234567 89 10 male female male female

Economist fmmmmmmmmm 90% 10% 73% 27%
Marketanalyst f m f f f f fmf f 20% 80% 43% 57%

Copywriter mmmmmmf mmm 90% 10% 73% 27%

Top-10 results for 3 professions in XING (a recruitment site, similar to LinkedIn,
that is a market leader in Germany and Austria)

Zehlike, M., Bonchi, F., Castillo, C., Hajian, S., Megahed, M., & Baeza-Yates, R. (2017). FA*IR: A fair top-k ranking algorithm. In Proc. of the
ACM on Conference on Information and Knowledge Management (pp. 1569-1578). ACM.

17
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Two different goals

Reduce discrimination when

a protected group has higher utility but lower rankings
E.g.: a university admittance test gives lower scores to economically

disadvantaged applicants, but they have better academic performance if admitted

Provide equal opportunity when

a protected group has lower utility and lower rankings

E.g.: a university admittance test gives lower score to some applicants, who also
have lower academic performance if admitted

John E. Roemer (2000). Equality of Opportunity. Harvard University Press. 19



https://www.hup.harvard.edu/catalog.php?isbn=9780674004221

upf.

Making a case to create fair rankings

1. Biases harming searcher utility Easy sell
(i.e., reduce discrimination)

2. Legal mandates and voluntary commitments
(i.e., provide equal opportunity)

Tough sell

3. Ensuring technology embodies certain values

20
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Some possible biases in input data

Biases in expert-provided training data
Expert or editorially provided rankings
(e.qg., all protected items ranked lower than
nonprotected)

Biases in user-provided training data
Clicks and user feedback
(e.g., if women preferred ads for jobs that pay less)

Biases in document construction
(e.g., completion of different CV sections by

Olteanu, A., Castillo, C., Diaz,\F., Kiciman, E. (2019). Social data: Biases, methodological pitfalls, and ethical boundaries. 21

men/wermen)
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Measuring fairness in rankings
Rank-weighted exposure
Singh and Joachims 2018, ...
Randomized merging (probability-based)
Yang and Stoyanovich 2017, Zehlike et al. 2017, ...

Pairwise comparisons

Kallus and Zhou 2019, Beutel et al. 2019, ...

upf.
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Measuring fairness in rankings

C.f. “retrievability” concept, 10 years earlier:

Rank-weighted exposure <Z

Azzopardi, L., & Vinay, V.. Retrievability: An
evaluation measure for higher order information

Singh and Joachims 2018, ...  *cessisieinfros clM 2008
Randomized merging (probability-based)
Yang and Stoyanovich 2017, Zehlike et al. 2017, ...
Pairwise comparisons

Kallus and Zhou 2019, Beutel et al. 2019, ...

24



Disparate exposure

upf.

Each position in a ranking has
a certain value (e.g.,
probability of being examined)

Vi

nnvmu-zotako n Sie du ch n mn h 1500 Franken
feperen Ovllml uch Sie hre Krani enpramien
1 amien 2013 - Swica

A rankin |s falr If
2’E(Vi)

M L \nsgar John
I 3 G / E G b n envergleich zeigt stets ALLE Krankenkassen der
0 1 /€iZ - un zuerst jene, die etwas dafar zahlen. Mit Formular-

nerator fur ...

1
intrage - Die Standardpramien der obligatorischen ...

F 2 der i 2001-2013 Giiltig

F: Wechsel der = on far Versi Giltig

Singh, A., & Joachims, T. (2018). Fairness of Exposure in Rankings. In Proc. of the 24th ACM SIGKDD International Conference on
Knowledge Discovery & Data Mining (pp. 2219-2228). ACM.

25




Disparate exposure: example

0.82 A 08 @ . x
. “a3 . 0 0.77 0.78

ay

0.80 ” n0.79

Candidates
(and their relevance)

Singh, A., & Joachims, T. (2018). Fairness of Exposure in Rankings. In Proc. of the 24th ACM SIGKDD International Conference on
Knowledge Discovery & Data Mining (pp. 2219-2228). ACM.

upf.
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Disparate exposure: example i

O.gé& ‘()Sai& 8.677 as 8.578
0389 nojg y
Candidates a, @
L7
a, @

Ranking 03& —

A N

Relevanc [l
Exposure

0.71
T

0.03 difference in avg relevance.
0.32 difference in avg exposure.

>

0.78
as Q [r—— 0.39
Exposure could be log-discounted a y,
v.= 1/ log(i+1) 6 Q
Singh, A., & Joachims, T. (2018). Fairness of Exposure in Rankings. In Proc. of the 24th ACM SIGKDD International Conference on 27

Knowledge Discovery & Data Mining (pp. 2219-2228). ACM.
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Disparate exposure

Exposure(Gy|P)/U(Gy|q)
ility/- i ' i DTR(Gy, G1|P, q) =
Utility-normalized exposure disparity (Go,G1[P, q) Exposure(Gllp) /U(G1]q)

("Disparate Treatment Ratio"):

Exposure(Gy|P) = Z ZP, jVj

dEG]

Expected click-through rate disparity DIR(Go. G1|P. q) = CTR(Go|P)/U(Golg)
("Disparate Impact Ratio"): CTR(G; |P)/ U(G1lg)

CTR(G|P) = Z ZPUu,v}

zeG Jj=

Singh, A., & Joachims, T. (2018). Fairness of Exposure in Rankings. In Proc. of the 24th ACM SIGKDD International Conference on 28
Knowledge Discovery & Data Mining (pp. 2219-2228). ACM.



Amortized fairness upf

Every element should receive
attention or exposure (a;)
proportional to its utility (r;)

m .l m 1
2jo1 %1 2o %z

m .1 m
2 Tt 2o Ti

, Yui1,ujg.

This should be achieved across m queries

At every query, consider past accumulated attention/utility
deficits or surpluses, and correct them to the extent possible
while honoring quality constraints

Biega, A. J., Gummadi, K. P., & Weikum, G. (2018). Equity of Attention: Amortizing Individual Fairness in Rankings. Proc. of SIGIR. 29



More variants

Inverse log-weighted KL divergence of prefixes
[Geyik et al. KDD 2019]

upf.
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Measuring fairness in rankings
Rank-weighted exposure
Singh and Joachims 2018, ...
Randomized merging (probability-based) <Z
Yang and Stoyanovich 2017, Zehlike et al. 2017, ...
Pairwise comparisons

Kallus and Zhou 2019, Beutel et al. 2019 ...
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Ranking as randomized merging

1. Rank protected and unprotected
separately

For each position:

Pick protected with probability p
e Pick nonprotected with

probability 1-p

Continue until exhausting both lists

upf.

rank gender rank gender rank gender
1 M 1 M 1 M
2 M 2 M 2 F
3 M 3 F 3 M
4 M 4 M 4 F
5 M 5 M 5 M
6 F 6 F 6 F
7 F 7 M 7 M
8 F 8 F 8 F
9 F 9 F 9 M
10 F 10 F 10 F
p=0 p=0.3 p=0.5

Yang, K., & Stoyanovich, J. (2017). Measuring fairness in ranked outputs. In Proc. of the 29th International Conference on Scientific and

Statistical Database Management (p. 22). ACM.

32
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Fair representation condition

Given parameters p, a and a set of size k

Let F(x;p, k) be the cumulative distribution function of a
binomial distribution with parameters p, k

A ranking of k elements having x protected elements satisfies
the fair representation condition with probability p and
significance a if F(x;p,k) > a

Zehlike, M., Bonchi, F., Castillo, C., Hajian, S., Megahed, M., & Baeza-Yates, R. (2017). FA*IR: A fair top-k ranking algorithm. In Proc. of the 33
ACM on Conference on Information and Knowledge Management (pp. 1569-1578). ACM.



Example: fair representation condition
Suppose p=0.5, k=10, a=0.10

F(1, 0.5, 10) =0.01 < 0.10 = if 1 protected element, fall

F(2, 0.5, 10) = 0.05 < 0.10 = If 2 protected elements, fall

F(3; 0.5, 10) =0.17 > 0.10 = if 3 protected elements, pass

F(4; 0.5, 10) =0.37 > 0.10 = if 4 protected elements, pass

upf.

34




Ranked group fairness (unadjusted)

Given parameters p, a and a list of size k
The list satisfies the ranked group fairness condition if
for every i<k

the prefix of size i of the list
satisfies the fair representation condition (i, p, o)

upf.
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Examples: ranked group fairness

Can be expressed with a vector

N 1 2 3 4 5 6 7 8 9 10 11 12
010 0 0 0 0 0 0 0 0 0 0 0
02{0 0 0 0 0 0 0 0 0 0 1 1
03/0 0 0 0 0 0 1 1 1 1 1 2
040 0 0 0 1 1 1 1 2 2 2 3
050 0 0 1 1 1 2 2 3 3 3 4
060 0 1 1 2 2 3 3 4 4 5 5
070 1T 1 2 2 3 3 4 5 5 6 6

Problem: multiple hypothesis testing

36

Zehlike, M., Bonchi, F., Castillo, C., Hajian, S., Megahed, M., & Baeza-Yates, R. (2017). FA*IR: A fair top-k ranking algorithm. In Proc. of the
ACM on Conference on Information and Knowledge Management (pp. 1569-1578). ACM.
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Ranked group fairness (adjusted)

Given parameters p, a and a list of size k
The list satisfies the ranked group fairness condition if

for every i<k
the prefix of size i of the list
satisfies the fair representation condition (i, p, o)

Where a >a Is adjusted to make the failure probability of a
ranking generated by randomized merging equal to o

Zehlike, M., Bonchi, F., Castillo, C., Hajian, S., Megahed, M., & Baeza-Yates, R. (2017). FA*IR: A fair top-k ranking algorithm. In Proc. of the 37
ACM on Conference on Information and Knowledge Management (pp. 1569-1578). ACM.
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Probability-based measure

Given a ranking of k elements ...

... and a significance a:
its ranked group fairness is the maximum p such that
the ranking passes the ranked group fairness at p, a

... and a probability p:
Its ranked group fairness is the minimum «a such that the

ranking passes the ranked group fairness at p, o

Zehlike, M., Bonchi, F., Castillo, C., Hajian, S., Megahed, M., & Baeza-Yates, R. (2017). FA*IR: A fair top-k ranking algorithm. In Proc. of the 38
ACM on Conference on Information and Knowledge Management (pp. 1569-1578). ACM.
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Example: job search

There are large

e T differences in the
= e presence of women
= p— across professions,
= i countries and
e Dgsel o | s | o | um | e | on | s platforms

Plus: treatment of masculine as neutral gender in queries in
Spanish and French is inconsistent across and within platforms

Sara Galindo: "Evaluating potential biases in commercial people search engines". MSc Thesis, UPF, July 2019. 39
Data: https://github.com/sgalinma/job-search-discrimination-data



https://github.com/sgalinma/job-search-discrimination-data

Measuring fairness in rankings
Rank-weighted exposure
Singh and Joachims 2018, ...
Randomized merging (probability-based)
Yang and Stoyanovich 2017, Zehlike et al. 2017, ...

Pairwise comparisons -

Kallus and Zhou 2019, Beutel et al. 2019 ...

upf.
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Cross-AUC (XAUC, AXAUC) i

If R, is the ranking of a relevant item and R, the ranking of an
Irrelevant item:

AUC = Pr[Rl S Ro] Pr[Relevant item ranked above irrelevant item]
The cross-AUC between groups a and b is defined as:

xAUC = Pr[R2; > RP,]

AXAUC = Pr[R2, > Rb,] - Pr[R>, > Ra,]

Kallus, Nathan, and Angela Zhou. "The fairness of risk scores beyond classification: Bipartite ranking and the xAUC metric." In Advances in 41
Neural Information Processing Systems, pp. 3438-3448. 2019.



Pairwise success

If R2; > RP; are the rankings of two relevant items from
different groups:

e If clicks(R2,) > clicks(Rb,) then we count a success
e Otherwise, we count a failure

A. Beutel, J. Chen, T. Doshi, H. Qian, L. Wei, Y. Wu, L. Heldt, Z. Zhao, L. Hong, E. H. Chi, C. Goodrow (2019).
Fairness in Recommendation Ranking through Pairwise Comparisons. arXiv:1903.00780.

upf.
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Fairness: (pre,post,in)-processing

Data Algorithm Model Decision

&

I min ....
s.t. ...

g B

pre-processing in-processing post-processing

»

Hajian, S., Bonchi, F., & Castillo, C. (2016). Algorithmic bias: From discrimination discovery to fairness-aware data mining. In Proceedings of the 22nd

ACM SIGKDD international conference on knowledge discovery and data mining (pp. 2125-2126). ACM. 44



Post-processing methods

Data Algorithm Model Decision

&

I min ....
S.t. ...

g B -

pre-processing in-processing post-processing

Hajian, S., Bonchi, F., & Castillo, C. (2016). Algorithmic bias: From discrimination discovery to fairness-aware data mining. In Proceedings of the 22nd
ACM SIGKDD international conference on knowledge discovery and data mining (pp. 2125-2126). ACM.
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Single protected attribute

Rank separately protected P and nonprotected N

Determine the minimum number of protected elements
required at every ranking position using p, o

For every position

If enough protected elements: pick next from best of P, N
else: pick next from P

Zehlike, M., Bonchi, F., Castillo, C., Hajian, S., Megahed, M., & Baeza-Yates, R. (2017). FA*IR: A fair top-k ranking algorithm. In Proc. of the 46
ACM on Conference on Information and Knowledge Management (pp. 1569-1578). ACM.
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Multiple protected attribs (Celis et al.)

arg max Z Wz—jxij s.t. Liy < Z Z Tij < Upy VI e [p],k S [’l?,]

IERm’” €[m],j€[n] 1<j<ki€Py

x; IS whether we place item i in position j

R..n IS the constraint that each item goes in one position only
W; is the utility of placing in position i the item j (non-decr.)
U, IS the given max. number of items of class / up to pos k

Celis, L. E., Straszak, D., & Vishnoi, N. K. (2018). Ranking with fairness constraints. In Proc. of 45th International Colloquium on Automata, 47
Languages, and Programming (pp. 28:1-28:15).
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Example (Celis et al.)

v, $ S0 QCEP » .
93 | 89 | 81 | 73 | 72 | 64 | 62

Iy

1 st 1 st 1 st
79 | 71 | 69 | 61 | 60 2 ‘ 2
2n 2n 2n
s | 90 | 86 59 | 57 g 2 g 2
3da | 78 | 74 | 71

gt {74 | 71 | 68

50| 71| 68 | 65 | 59 5t

L
¢
& &
3rd ' 3rd 9
4th ’ 3 4th ' 3
¢ 3 @ 3

- Optimal constrained Bth Optimal unconstrained Gth Optimal constrained

Bth - Optimal unconstrained

Celis, L. E., Straszak, D., & Vishnoi, N. K. (2018). Ranking with fairness constraints. In Proc. of 45th International Colloquium on Automata, 48
Languages, and Programming (pp. 28:1-28:15).
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Results in Celis et al.

Let A = max. number of constrained attributes of an element
If A = 1: solvable in polynomial time

If A > 1. approximately solvable in polynomial time
using an LP relaxation, violates constraints

by at most a (A+2) factor

Celis, L. E., Straszak, D., & Vishnoi, N. K. (2018). Ranking with fairness constraints. In Proc. of 45th International Colloquium on Automata, 49
Languages, and Programming (pp. 28:1-28:15).



Amortized fairness upf

Change elements at -

top positions to ensure _ \?
enough exposure is 05 + % ..
i i N Ty, ."

. . —~
given to different ® . -
O
a
g r'ou pS Z
0.4-
« . Objective
05 - ndcg@1>=0.6
o . ndcg@1>=08
~5000 0 5000 10000 15000 20000 25000

Iteration

Biega, A. J., Gummadi, K. P., & Weikum, G. (2018). Equity of Attention: Amortizing Individual Fairness in Rankings. Proc. of SIGIR. 50



Singh and Joachims

Probabillistic ranking P
P;; Is probability of placing document j in position j
N
U(Plg) = Z ZPi,j u(dilq) v;j

dieD j=1

Exposure(Gi|P) = — Z ZP,‘,J'V]'

Maximize utility and reduce DTR and DIR
(utility-normalized exposure or predicted click-through rates)

Singh, A., & Joachims, T. (2018). Fairness of Exposure in Rankings. In Proc. of the 24th ACM SIGKDD International Conference on
Knowledge Discovery & Data Mining (pp. 2219-2228). ACM.

upf.
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Singh and Joachims (cont.)

Experimental results: (a) unconstrained and (b) fair ranking

Document id

Singh, A., & Joachims, T. (2018). Fairness of Exposure in Rankings. In Proc. of the 24th ACM SIGKDD International Conference on

0

10

0

Position

5 10 15 20

(a) DCG=5.2027

Knowledge Discovery & Data Mining (pp. 2219-2228). ACM.

0 5 10 15 20
0
. 0.8
(3]
10 0.6
15 0.4
20 0.2

(b) DCG=5.1360

upf.
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In-processing methods

Data Algorithm Model Decision

j>'|[

pre-processing in-processing post-processing

I min ....

Hajian, S., Bonchi, F., & Castillo, C. (2016). Algorithmic bias: From discrimination discovery to fairness-aware data mining. In Proceedings of the 22nd

ACM SIGKDD international conference on knowledge discovery and data mining (pp. 2125-2126). ACM. 53



Listwise LTR method e

Optimize LTR with a combination of two losses:

e [ =loss due to difference between ranking predictions and
training elements

e U =loss due to expected different exposure
- (y(q), g(q)) _ I (y(q), g(q)) s yU (g(q))
U(9) = max (0, Exposure(Go|Pyq)) — Exposure(G1|Pg(q)))2

Zehlike, M., and Castillo, C. (2020). Reducing Disparate Exposure in Ranking: A Learning To Rank Approach. WWW 2020 (Short) 2018 pre-print. 54



DELTR: W3C Corpus (TREC Expert)

"Color-blind" DELTR (small gamma)

o

proportion

proportion

3
g2
Z1
100 25 : 0 0 25 100 25 175 200
position position
3
g2
21
0 25 50 75 100 125 150 175 200 U0 o5 50 7 100 195 150 175 200
position position

Learning to Rank DELTR (large gamma)
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Optimizing NDCG, ... i

Singh and Joachims 0.05] ~w= Post-Processing (1 € [,0.2)

[NGUI"PS 2019] present a 0.04 ::: giliﬁeZ?aizli[géigogA)e[0,106]) %*
more general framework = 0.03- s

that can optimize NDCG as  © 4. x&‘
well as individual and 0.011 _au
group fairess metrics "20.60 0.65 ‘tﬁf———;.;;”—(;éo 0.85

Singh, A. and Joachims, T. (2019). Policy learning for fairness in ranking. Proc. NeurlPS. 56
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Learning from clicks

Clicks are biased towards top results, learning to rank needs
to take this into account, e.g.:

Inverse propensity weighting
[Wang et al. SIGIR 2016, Joachims et al. WSDM 2017]

Learning propensity weights and unbiased ranker
[Al et al. SIGIR 2018]

Learning from top-k observations [Oosterhuis 2020]
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Controlling unfairness in LTR

FairCo adds a factor to correct unfairness to a LTR objective:

max(D(Gi, G)) .... where D(Gi, G) is either ...

o
<o
(e)
N

Disparate exposure or

Naive

o=
w

—— D-ULTR(Glob)
—— D-ULTR

o
=

Disparate treatment (utility-
normalized disparate -
eX p O S u r e) 0 2000 Usens 4000 6000 O'00 QOdb_Users 4000 6000

Aveg. Cumulative NDCG
o
o0
Exposure Unfairness
(e)
(S

Morik, M., Singh, A., Hong, J., & Joachims, T. (2020). Controlling Fairness and Bias in Dynamic Learning-to-Rank. Proc. SIGIR 58
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Other pairwise LTR methods

Inter-group pairwise fairness | |
measures "success” rate: | I I |

e U,V are relevant, Level of Engagement
e U,V are equally engaging, 7 *
e U, v belong to different groups, _ _
e U IS ranked above v, - :
e U Is clicked, v is not clicked ' '
‘ 1 2 3 4 ’
Level of Engagement
. Not protected . Protected
A. Beutel, J. Chen, T. Doshi, H. Qian, L. Wei, Y. Wu, L. Heldt, Z. Zhao, L. Hong, E. H. Chi, C. Goodrow (2019). * Protected is "sub-group” 59

Fairness in Recommendation Ranking through Pairwise Comparisons. Proc. of KDD in the paper



Pre-processing methods

Data

AT
N

~_

pre-processing

Hajian, S., Bonchi, F., & Castillo, C. (2016). Algorithmic bias: From discrimination discovery to fairness-aware data mining. In Proceedings of the 22nd

)

Algorithm

min ....

Model

in-processing

ﬁ'n

ACM SIGKDD international conference on knowledge discovery and data mining (pp. 2125-2126). ACM.

>

post-processing

Decision
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Simple pre-processing of training data

1. Before training a LTR system
o Ensure rankings given as input satisfy a fair ranking condition

2. Train the LTR as usual
3. Profit?

Zehlike, M., and Castillo, C. (2018). Reducing Disparate Exposure in Ranking: A Learning To Rank Approach. Preprint arXiv:1805.08716.

upf.
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F* .p. D'
e =
I.
|
0.38 0.30

Kendall's Tau
(c) Engineering Students

(high school type)
Colorblind L2R
Standard L2R
D~ DELTR Small Gamma
D" DELTR Large Gamma
F*: FA*IR post-processing p*

F~: FA*IR post-processing p~
+

F*: FA*IR post-processing p

. FA*IR pre-processing p*

F : FA*IR pre-processing p~

F: FA*IR pre-processing p*
(f) Legend

Zehlike, M., and Castillo, C. (2018). Reducing Disparate Exposure in Ranking: A Learning To Rank Approach. Preprint arXiv:1805.08716.
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(Individually) fair representations upf

Original User Records Learn Fair Transformed Data m
T; Representation Ty
L]
6

L ]
L]
User Records with Utility: z; ~ ¥; ’ o ¢ . . o*
Protected Data Masked . . . o o
L . L [d
z} Individual Fairness: d(x}, ;L';S) ~ d(T;, 7 5) S N &

Input data Is transformed to TPt A S

_ R RE SR o
reduce the extent to whichthe | . 0
distance between items is
affected by protected attributes

% protected M Non-protected

Lahoti, P., Gummadi, K. P., & Weikum, G. (2019). iFair: Learning individually fair data representations for algorithmic decision making. 63
In Proc. ICDE. IEEE.
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Transparency: why and how?

Why:

Being able to test (remember we disregarded animosity)
Supporting ethics compliance

Ensuring implementation reflects objectives

Making trade-offs visible

How:
e Explanations tend to be contrastive: why P and not Q?
e Explanations should empower users to challenge rankings

Doshi-Velez, F., & Kim, B. (2017). Towards a rigorous science of interpretable machine learning. Preprint arXiv:1702.08608. 65
Miller, T., Howe, P., & Sonenberg, L. (2017). Explainable Al: Beware of inmates running the asylum. In [JCAI-17 Workshop on Explainable Al (XAl) (Vol. 36).



Advertising
transparenc

IS Increasingly

"transparent

()

Marvin, G. (2017): A visual history of Google ad labeling in search results. Search Engine Land

RAC Breakdown Cover
Rac co uk/Breakdown  RAC breakdown cover onkne Join row!

BP Resgonse ;g
wew 0P com/GuifOMaxicoRosponse  Leam About 8P Progress On The Gulf Of Mexico Resgonse

BP Facebook Man Page - BP YouTube Channel - 87 Clams Page

2007

Seonsoned Lnks

2008 (test)

iPod at The Apple® Store
stom.apple com  IPod shutfle. iPod nano, iPed touch and iPod classic. Free shipping.

O G 2010 (test)
BP Response Seansaret v
-~ B (u;;inﬂhnc.ﬂnwu Leam About BP's Progress On The Guf Of Mexico 2010
BP Facebook Main Page - 6P YeuTube Channel - BP Clasms Page
. 2

www rationalcar com

tienda.vodafone.es/

IphoneS 16gb 0€ con dio de 30€ incl y un dio de 25% en factura
Gratis ADSL con Vodafone Integral Nuevo Galaxy S4 0€ + Tarifa 25% Dto
Tu Plan Red al 26%dto. Sélo online ADSL Turbo 35M8 Max. Vel. por 0€

2013

™ -1stP, 1750 -
EER waw justfab co uk/ *
Free Delivery & Retums!
Boots, Flats & More
Get 2 Pawrs For Only £35

2013

50% Of Your 1st Purchase
Handpicked Stybes For You

Cheaper Van Insurance UK - Great rates for all vans
www.adrianflux.co.ukivans ¥

4.4 %% %% rating for adrianflux co. uk

Get a free quote now!

Free Callback Service - UK Based Call Centres - Legal Cover As Standard

2014

2017 Italy Tours - GlobusJourneys.com

BB www.globusjourneys.com/OfficialSite ~  (855) 988-3017

Up to §778/cpl Savings on 2017. Take Off in 2017 - Tours on Sale!
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2017 Now on Sale - Explore Vacations - Faith-Based Travel - Plan Group Travel
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Nordstrom Rack® Today

[Ad] www.nordstromrack.com/Women's-Jeans 2017
30-70% Off Women's Jeans +Free S&H Over $100
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Donald J. Trump &

Google search results for “Trump News”
shows only the viewing/reporting of Fake
New Media. In other words, they have it
RIGGED, for me & others, so that almost all
stories & news is BAD. Fake CNN is
prominent. Republican/Conservative & Fair
Media is shut out. lllegal? 96% of...

@ Donald J. Trump @

....results on "Trump News" are from National
Left-Wing Media, very dangerous. Google &
others are suppressing voices of
Conservatives and hiding information and
news that is good. They are controlling what
we can & cannot see. This is a very serious
situation-will be addressed!




FRANK PASQUALE

BLACK BOX
SOCIETY

The Secret Algorithms
that Control Money
and Information

Pasquale, F. (2015). The black box society: The secret algorithms that control money and information. Harvard University Press. 68
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Transparency in algorithmic rankings

"Broadcast television can be monitored by anyone é','"'," That Matter
... If the nightly television news does not cover
a protest, the lack of coverage is evident ...
However, there is no transparency in algorithmic
filtering: how is one to know whether Facebook is

showing [news about a protest] to everyone else ol

but him or her, whether there is just no interest in Fragity of Networked Protest
the topic, or whether it is the algorithmic feedback |

cycle that is depressing the updates in favor of a

more algorithm-friendly topic ...?"

& i

Tufekci, Z. (2017). Twitter and tear gas: The power and fragility of networked protest. Yale University Press. 69



Nutritional labels for rankings

Provide transparency
about ranking factors,
composition of the list,
and fairness tests

Example ranking labels for a ranking of
computer science departments 3

Ranking Facts
€ Recipe
Attribute Weight Attribute Importance
PubCount 1.0 PubCount 10 @
Faculty .0 CSRankingAllArea 024 g
GRE 1.0
Faculty 0.12 g

Importance of an attribute in a ranking is quantified by the
correlation coefficient between attribute values and items
scores, computed by a linear regression model. Importance is
high if the absolute value of the correlation coefficient is over
0.75, medium if this value falls between 0.25 and 0.75, and low

otherwise.
Diversity at top-10 @ Diversity overall
DeptSizeBin = Regional Code = DeptSizeBin = Regional Code =
OLarge @small ONE OW OMW ®sa @sC OLarge @5mall ONE OwW OMw OsA @sc
€ Stability Fairness
Top-K Stability DeptSizeBin FA*IR Pairwise  Proportion
Top-10 Stable Large Fair Fair Fair
Overall Stable @ @ @
Small

Unfair ® Unfair @Unfair @

Top 10:
Attribute
PubCount
CSRankingAllArea
Faculty

Overall:
Attribute
PubCount
CSRankingAllArea
Faculty

upf.

Maximum Median
183 9.6

13 6.5

122 52.5
Maximum Median
183 29

48 26.0
122 320

Minimum
6.2

1

45

Minimum
1.4

1

14

DeptSizeBin p-value adjusted a p-value a

Large 1.0
Small 0.0

Yang, K., Stoyanovich, J., Asudeh, A., Howe, B., Jagadish, H. V., & Miklau, G. (2018). A Nutritional Label for Rankings. In Proc. SIGMOD (pp. 1773-1776). ACM.

FA*IR Pairwise  Proportion
p-value @

0.87 098 005 1.0 0.05

a7t 0.0 0.05 0.0 0.05
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Perturbation-based method ue

_ _ _ X0 X1 X9 score = 0.2xg + 0.3x1 + 0.5x7
Suppose the score is a linear function

of features, and documents are dO 1 1 1 1
ranked by decreasingscore@ | d1 0.5 0.5 1 0.75

dy 1 0 0.7 | 0.55

Feature x, has the highest weight but even if it were 0.6 for d,
(lower than any other), document d, still would be at the top

In contrast, changing feature x, to O would change the
ranking, hence x, is a better explanation

ter Hoeve, M., Schuth, A., Odijk, D., & de Rijke, M. (2018). Faithfully Explaining Rankings in a News Recommender System. arXiv preprint arXiv:1805.05447. 71
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Replace with explainable model

Model introspection approaches explain what a particular
model is doing, model agnostic approaches do not

A classical idea in model interpretability
IS to mimic a black-box model with a . !
different model that uses a simpler '
logic but generates a similar output
ILIME Ribeiro et al. KDD 2016]

~ ot
N LY
[ J

]
—
~~T

Singh, J., & Anand, A. (2020). Model agnostic interpretability of rankers via intent modelling. Proc. FAT* 72
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Transparency can help us researchers

Transparency helps us avoid (at least) two pitfalls:

e Sneaking positive/affirmative action
without a consensus or where it is not welcome

e Certifying an algorithm that is part of an unfair system
or is used in conditions of unfairness

Barocas, S. (2017). What is the problem to which fair machine learning is the solution? Al Now Experts Workshop on Bias and Inclusion 73
Keyes, O., Hutson, J., & Durbin, M. (2019). A Mulching Proposal. arXiv preprint arXiv:1908.06166.
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Take-home messages i

Fairness in IR/RecSys is less studied than in ML/DM

Sometimes it requires solving an exciting algorithmic puzzle,
but often it does not

Paraphrasing Solon Barocas:
«What is the problem to which fair ranking is the solution?»

Different solutions address different problems
(remove discrimination # provide equal opportunity)
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See also

Fairness in Ranking: A Survey @(I\/Iarch 2021)

upf.

by M. Zehlike, K. Yang, J. Stoyanovich

Fair Information Access tutorial at SIGIR/RecSys/...

by M. Ekstrand, F. Diaz, and R. Burke

FAccT Conference

Happened March 3rd-10th, 2021

!&' 2021

Toronto, Canada
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https://fatconference.org/

